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Figure 2. Sample results page provided by the server for a bacterial hydrolase loop (PDB-ID 1qwl). In this case, for validation proposes only, the native
loop (yellow) is displayed superimposed with the predicted lowest energy model in the JSmol visualization panel. On the right, the 20 top-ranked loop
models are sorted by energy and can be easily selected to activate visualization and customize representation. The RMSD versus ICOSA energy plots and
the Ramachandran distributions are shown in the bottom part.

 at C
entro de Inform

aciÃ
³n y D

ocum
entaciÃ

³n C
ientÃ

fica on M
ay 6, 2016

http://nar.oxfordjournals.org/
D

ow
nloaded from

 



Nucleic Acids Research, 2016 5

C  (1oth)  A  (1arb)  B  (1my7)  

E  (2pia)  F  (1a8d)  D  (1qlw)  

Figure 3. Illustrative cases of the server performance with benchmark test cases. In all the cases, the first ranked model (lowest energy) is depicted in
blue, the native loop in yellow and the protein environment in gray. Alternative solutions found in the 12nd best (1oth) and 2nd best (1a8d) top-ranked
predictions are colored in cyan.

curacy of RCD+ is well maintained up to 0.8/1.4 (0.4/0.6)
Å. The accuracy of our method with 8 residues loops is
slightly lower than NGK that reaches 0.5 but with similar
median (0.5–0.4). For 12 residues loops we have compara-
ble results to HLP and NGK but with better median values
(0.6 versus 0.8–0.9 Å), clearly outperforming Galaxy-PS2.
In this scenario, RCD+ obtained 13 sub-angstrom predic-
tions followed by NGK and HLP with 11. On average, the
predictions of our server are better than Galaxy-PS2 server
and as good as the best approaches. However, RCD+ server
is able perform the predictions in 5–15 min whereas NGK
and HLP require at least one order of magnitude more time.

EXAMPLES OF USE

Several 12-residue test cases have been selected from those
20-case benchmark sets employed in the validation to di-
rectly illustrate usage and performance of our server (addi-
tional examples are available on the Gallery tab of the web-
site). When a native scenario is considered, RCD+ is able
to obtain sub-angstrom predictions in 16 of the 20 cases
(Supplementary Table S2) in the first solution. For example,

in Figure 3, the lowest energy models predicted by RCD+
(blue) of two representative cases (1arb and 1my7) are illus-
trated (panels A and B) together with the corresponding na-
tive conformation of the loop (yellow) and its environment
(gray). Moreover, in one (1oth) of the 4 cases with RMSD
significantly above 1.0 Å, a sub-angstrom structure can be
found within the first 20 best predictions (panel C). In 1cnv
and 1cs6 cases, other methods also fail to obtain a sub-
angstrom model, indicating that these are difficult cases. In
a modeling scenario, we find 13 sub-angstrom predictions
in the top-ranked loops (see 1qlw and 2pia in panels D and
E), but we improve up to 17 when considering the best 5
predictions. In this more challenging scenario, we are still
able to recover sub-angstrom models from the top-scoring
solutions sampled in two failed cases 1oth and 1oyc. Also,
in the 1a8d case the best solution (5.2 Å) is dramatically
improved up to 1.1 Å just by the second top-ranked model
(panel F). In the 1m3s case all methods but ours fail, pre-
sumably because only we considered the loop neighboring
oligomers. It is worth noting that in the remaining 1cs6 and
1cnv failed cases none tested methods obtained good solu-
tions. Interestingly, the RCD performance can be improved
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in some of these cases by running several independent pre-
dictions. Thus, improving the current method to combine
several independent runs will probably lead to accuracy im-
provements in future server versions.

TECHNICAL DETAILS

The web server is implemented as a combination of several
PHP, python and JavaScript modules running in a dedicated
Linux system with two Intel R© Xeon R© E5-2650 processors
running at 2.00 GHz (16 cores) and equipped with 128 GB
RAM. For optimal web server usage, a queue system (grid
engine) is included for job management and scheduling. The
calculations are performed in a modest Linux cluster with
10 nodes of 8 GB of RAM of dual Intel R© Xeon R© E5410
2.33 GHz processors. A typical 12-residues loop prediction
costs around ∼10 CPU-hours in the cluster (equivalent to
∼6 h in a modern E5-2650 processor). Modeling results are
visualized in 3D with JSmol (17).

CONCLUSIONS

Since protein loop modeling is critical for understand-
ing molecular mechanisms in molecular recognition, signal
transduction or enzymatic reaction, it is essential having an
online tool that facilitates such a challenging task. By merg-
ing a very efficient ab initio exhaustive sampling with a full-
atom state-of-the-art refinement, our new web service con-
sistently reaches sub-angstrom accuracy in 80–90% of the
cases within the top 5 predictions for 8–12 residues loops.
The average backbone RMSDs between the lowest-energy
model and the native conformation is 0.6 Å or 0.8 Å de-
pending if the side chains of native environment are consid-
ered or fully remodeled, respectively. The accuracy is still
well maintained up to 1.0 and 1.4 Å for 12 residues loops
benchmark. Our server, RCD+, is the fastest alternative to
generate accurate loop predictions that can be easily ex-
plored and selected for further applications.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.
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